# 告警

告警软件采用zabbix，需要运维配置。

告警文件：/root/watchdog/CacheAlarm.out

|  |  |
| --- | --- |
| **告警项** | **说明** |
| ueiss\_status | 1: webApp 端口未监听（告警）  0: webApp 端口正常 |
| hastatus | 1: heartbeat 进程不在运行（告警）  0: heartbeat 进程正常 |

# 告警后处理

在CacheAlarm.out 文件中检测到“ueiss\_status=1”或“hastatus=1”会触发告警，说明对应服务器服务异常，接收到告警后。人工恢复操作如下

1. 执行根目录下的/root/monitormanager/Master\_or\_Slave\_Start.sh脚本
2. 检测启动后状态，执行StatusCheck.sh脚本，选择“4.检测所有”

# 日志路径

watchdog： /root/watchdog/log

heartbeat：/var/log/ha-log

# 版本升级维护

1. 在主备机器/root/monitormanager目录下运行StopAll.sh脚本
2. 版本升级验证完毕后，在/root/monitormanager目录下运行Master\_or\_Slave\_Start.sh脚本
3. 启动完成后，在/root/monitormanager目录下运行StatusCheck.sh脚本